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Abstract
Statistical models are the traditional choice to test scientific theories when observations, processes or boundary conditions are subject to stochasticity. Many important systems in ecology and biology, however, are difficult to capture with statistical models. Stochastic simulation models offer an alternative, but they were hitherto associated with a major disadvantage: their likelihood functions can usually not be calculated explicitly, and thus it is difficult to couple them to well-established statistical theory such as maximum likelihood and Bayesian statistics. A number of new methods, among them Approximate Bayesian Computing and Pattern-Oriented Modelling, bypass this limitation. These methods share three main principles: aggregation of simulated and observed data via summary statistics, likelihood approximation based on the summary statistics, and efficient sampling. We discuss principles as well as advantages and caveats of these methods, and demonstrate their potential for integrating stochastic simulation models into a unified framework for statistical modelling.
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INTRODUCTION AND BACKGROUND
As ecologists and biologists, we try to find the laws that govern the functioning and the interactions among nature’s living organisms. Nature, however, seldom presents itself to us as a deterministic system. Demographic stochasticity, movement and dispersal, variability of environmental factors, genetic variation and limits on observation accuracy are only some of the reasons. We have therefore learnt to accept stochasticity as an inherent part of ecological and biological systems and, as a discipline, we have acquired an impressive arsenal of statistical inference methods. These methods allow us to decide which among several competing hypotheses receives the most support from the data (model selection), to quantify the relative support within a range of possible parameter values (parameter estimation) and to calculate the resulting uncertainty in parameter estimates and model predictions (uncertainty estimation).

A limitation of most current statistical inference methodology is that it works only for models $M(\phi)$ with a particular property: given that we have observations $D_{\text{obs}}$, it must be possible to calculate $p(D_{\text{obs}}|\phi)$, the probability of obtaining the observed data, for each possible model parameterization $\phi$. We will use the term likelihood synonymously with $p(D_{\text{obs}}|\phi)$ (see Box 1). On the basis of this probability, one can derive statistical methods for parameter estimation, model selection and uncertainty analysis (see Box 1).

For simple stochastic processes, the probability $p(D_{\text{obs}}|\phi)$ can be calculated directly. One refers to this property by saying that the process has a tractable likelihood. Practically all statistical models that are used in ecology and biology make assumptions that result in tractable likelihoods. Regression models, for example, typically assume that the data were observed with independent observation errors that follow a
fixed, specified distribution. As the errors are independent, \( p(D_{\text{obs}} | \phi) \) simply separates into the probabilities of obtaining the individual data points, which greatly simplify the calculation. During this review, we will therefore use the term *statistical model* as a synonym for a stochastic model with a tractable likelihood.

In many relevant ecological or biological systems, however, multiple sources of heterogeneity interact and only parts of the system can be observed. Despite the progress that has been made in computational statistics to make likelihoods tractable for such interacting stochastic processes, for example, by means of data augmentation (Dempster et al. 1977), state-space models (Patterson et al. 2008), hierarchical Bayesian models (Wikle 2003; Clark & Gelfand 2006) or diffusion approximations (Holmes 2004), our ability to calculate likelihoods for complex stochastic systems is still severely constrained by mathematical difficulties. For this reason, *stochastic simulation models* (Fig. 1) are widely used in ecology and biology (Grimm & Railsback 2005; Wilkinson 2009).

A stochastic simulation is an algorithm that creates samples from a potentially complex stochastic process by explicitly sampling from all its sub-processes (Figs 1 and 2). This sampling allows researchers to model stochastic ecological processes exactly as they are known or conjectured without having to concentrate on the mathematical tractability of the conditional probabilities that would need to be calculated to keep the probability \( p(D_{\text{obs}} | \phi) \) tractable. Stochastic simulation models are therefore especially useful for describing processes where many entities develop and interact stochastically, for example, for population and community dynamics, including individual-based and agent-based models (Huth & Ditzer 2000; Grimm & Railsback 2005; Ruokolainen et al. 2009, Bridle et al. 2010), diversity patterns, neutral theory and evolution (Chave et al. 2002; Alonso et al. 2008; Arita & Vázquez-Domínguez 2008; de Aguiar et al. 2009), movement and dispersal models of animals and plants (Nathan et al. 2001; Couzin et al. 2005; Berkley et al. 2010), or for the simulations of cellular reactions in biological systems (Wilkinson 2009).

Hence, the crucial difference between a typical statistical model and a stochastic simulation model is not the model structure as such. Both are representations of a stochastic process. However, while typical statistical models allow the calculation of \( p(D_{\text{obs}} | \phi) \) directly (tractable likelihood), stochastic simulation models produce random draws \( D_{\text{sim}} \) from the stochastic process by means of simulation (Fig. 1). This does not mean that the likelihood \( p(D_{\text{obs}} | \phi) \) does not exist for a stochastic

---

**Box 1 Maximum likelihood and Bayes in a nutshell**

The key idea underlying both Bayesian inference and maximum likelihood estimation is that the support given to a parameter \( \phi \) by the data \( D \) is proportional to \( p(D | \phi) \), the probability that \( D \) would be observed given \( M(\phi) \). In the words of Fisher (1922); ‘the likelihood that any parameter (or set of parameters) should have any assigned value (or set of values) is proportional to the probability that if this were so, the totality of observations should be that observed’. The word proportional is crucial – both for Bayesian and likelihood-based inference, the value of \( p(D | \phi) \) carries no absolute information about the support for a particular parameter, but is only used to compare parameters by their probabilities of producing the observed data given the model \( M \).

### Maximum likelihood estimation

The function that is obtained by viewing \( p(D | \phi) \) as a function of the parameter \( \phi \) is called the *likelihood function*.

\[
L(\phi) \propto p(D | \phi)
\]

The method of maximum likelihood estimation is to search \( L(\phi) \) for its maximum and interpret this as the most likely value of the parameter \( \phi \). Usually, the maximum is determined by numerical optimization. A number of techniques exist to subsequently calculate confidence intervals from the curvature of \( L(\phi) \) around its maximum, or to test whether the likelihood value at the maximum likelihood estimate of a parameter is significantly different from a null hypothesis \( \phi_0 \) where this parameter is kept at a fixed value (likelihood ratio test).

### Bayesian statistics

From the definition of the likelihood function, it is only a small step to Bayesian Statistics. Bayes’ formula states that the probability density \( \mathcal{P}(\phi) \) that is associated with any parameter \( \phi \) conditional on the data \( D \) is given by

\[
\mathcal{P}(\phi) = p(\phi | D) = \frac{p(D | \phi) \cdot p(\phi)}{\int p(D | \phi) \cdot p(\phi) d\phi}.
\]

\( \mathcal{P}(\phi) \) is called the posterior distribution. It depends on the likelihood term \( p(D | \phi) \), and additionally on a new term \( p(\phi) \). \( p(\phi) \) is called the prior, because it is interpreted as our prior belief about the parameter values, e.g. from previous measurements, before confronting the model with the data \( D \). If there is no prior knowledge about the relative probability of the models or parameterizations to be compared, one may try to specify ‘non-informative’ priors that express this ignorance. There is a rich literature on how to choose non-informative (reference) priors, and we suggest Kass & Wasserman (1996) and Irony & Singpurwalla (1997) for further reading. It is worth noting one particularly important conclusion of this literature: despite widespread use in Bayesian applications, non-informative priors are by no means required to be flat (uniformly distributed).

Informally, one may think of a Bayesian analysis simply as a normalized likelihood function that was additionally multiplied by the prior. A fundamental difference to the likelihood approach, however, is that the posterior value \( \mathcal{P}(\phi) \) is interpreted as a probability density function. Debates about this, also in comparison with likelihood approaches, have a long and noteworthy tradition in statistics (e.g. Fisher 1922; Ellison 2004). However, discussing these arguments is beyond the scope of this article.
simulation model. As illustrated by Fig. 1, the histogram of many simulated outcomes \(D_{\text{sim}}\) will eventually converge to a fixed probability density function as the number of samples increases. For this reason, stochastic simulation models have also been termed ‘implicit statistical models’ (Diggle & Gratton 1984). In principle, it is therefore possible to estimate \(p(D_{\text{obs}}|\phi)\) by drawing stochastic realizations from \(M\) until a sufficient certainty about the probability of obtaining \(D_{\text{obs}}\) at any fixed parameter \(\phi\) is reached (see Fig. 2). Yet, while this is asymptotically exact, it is for most practical cases hopelessly inefficient for two reasons: (1) The predicted and observed data of most practically relevant models are high-dimensional (e.g. spatial data, phylogenetic trees, time series), and the individual dimensions are correlated, which means their likelihoods cannot be estimated independently. (2) For continuous variables, the probability of observing exactly the same outcome is infinitesimally small. Consequently, covering the output space of a stochastic simulation model with sufficient resolution to obtain reliable estimates of the likelihood is infeasible with such a straightforward approach. As a result, statistical parameter estimation and model selection techniques could hitherto not generally be applied to stochastic simulation models.

In recent years, however, a number of different strategies have been developed to address the problem of making stochastic simulation models usable for likelihood-based inference. Those include methods that explicitly approximate \(p(D|\phi)\) such as Approximate Bayesian Computing (ABC) (Beaumont 2010; Csilléry et al. 2010), simulated (synthetic) pseudo-likelihoods (Hyrien et al. 2005; Wood 2010) or indirect inference (Gourieroux et al. 1993), and also other methods that allow parameterizations without explicitly approximating \(p(D|\phi)\), for example, informal likelihoods (Beven 2006) and Pattern-Oriented Modelling (POM; Wiegand et al. 2003, 2004b, Grimm et al. 2005). Despite different origins and little apparent overlap, most of these methods use the same three essential steps:

1. The dimensionality of the data is reduced by calculating summary statistics of observed and simulated data.
2. Based on these summary statistics, \(p(D_{\text{obs}}|\phi)\), the likelihood of obtaining the observed data \(D_{\text{obs}}\) from the model \(M\) with parameters \(\phi\), is approximated.
3. For the computationally intensive task of estimating the shape of the approximated likelihood as a function of the model parameters, state-of-the-art sampling and optimization techniques are applied.

These steps allow the linkage of stochastic simulation models to well-established statistical theory and therefore provide a general framework for parameter estimation, model selection and uncertainty estimation by comparison of model output and data (inverse modelling). In what follows, we structure and compare different strategies for finding summary statistics, approximating or constructing the likelihood, and exploring the shape of this likelihood to obtain parameter and uncertainty estimates. We hope that this collection of methods may not only serve as a toolbox from which different approaches can be selected and combined, but that it will also stimulate the exchange of ideas and methods across the communities that have developed different traditions of inverse modelling.
SUMMARY STATISTICS – REDUCING THE STATE SPACE

The first step for comparing stochastic simulation models with observations is to reduce the dimensionality of simulated and observed data. Doing so is not a strict necessity, but in most cases, a practical requirement: imagine, for example, we had bird telemetry data (Fig. 3), and we had a stochastic model that describes the movement of these birds. As the possible spatial movement paths of such a model are virtually infinite, rerunning the model to calculate the probability of observing any particular movement path is practically impossible. Fortunately, however, it is often possible to compare model and data on a more aggregated level without losing information with respect to the inference. For example, if the unknown parameters of the movement model affect only the movement distance, we may probably aggregate model output and data by focusing only on patterns such as the total movement distance, which may greatly simplify the analysis (Fig. 3). Some other commonly used examples of aggregations are size class distributions of plants or animals (see, e.g. Dislich et al. 2009, for tree size distributions), movement patterns (Sims et al. 2008, for marine predator search behavior), spatial patterns that aggregate the relative positions of individuals or events (Zinck & Grimm 2008, for fire size distributions) or swarming patterns (Huth & Wissel 1992; Couzin et al. 2005).

Within this article, we use the term summary statistic for such an aggregation of model output and observed data. Other terms that are used in the literature are ‘statistic’, ‘output variable’, ‘aggregate variable’, ‘intermediate statistic’ (Jiang & Turnbull 2004), ‘auxiliary parameter’ (Gourieroux et al. 1993) or in the context of POM also ‘pattern’ (Grimm et al. 2005).

Sufficiency and the choice of summary statistics

The idea that data may often be reduced without losing information for the purpose of statistical inference is known as sufficiency: a summary statistic (or a set of summary statistics) is sufficient if it produces an aggregation of the data that contains the same information as the original data for the purpose of parameter estimation or model selection of a model or a set of models. A sufficient summary statistic that cannot be further simplified is called minimally sufficient (Pawitan 2001).

While sufficiency is fundamental to ensure the correctness of the inference, minimal sufficiency of the summary statistics is generally not.

Yet, many of the methods discussed in the next sections will work better and be more robust if the information in the summary statistics shows no unnecessary redundancies and correlations. Thus, our general aim is to find sufficient statistics that are as close to minimal sufficiency as possible. For standard statistical models, minimal sufficient statistics are often known. A classic example is the sample mean, which contains all information necessary to determine the mean of the normal model. Also, when symmetries are present (e.g. time translation invariance in Markov models or spatial isotropy), it may be obvious that a certain statistic can be applied without loss of information. Apart from these straightforward simplifications, a number of strategies for choosing summary statistics have been suggested.

One possibility is to compare the statistical moments (mean, variance, etc.) of observed and simulated data (the method of simulated moments; McFadden 1989). Similarly, but more flexible, the method of indirect inference uses as summary statistics the parameter estimates of a so called ‘auxiliary’, ‘intermediate’ or ‘indirect’ statistical model that is fit to simulated and observed data (Gourieroux et al. 1993; Heggland & Frigessi 2004; Jiang & Turnbull 2004; Drovandi et al. 2011). Wood (2010) gives some general hints for choosing summary statistics with a focus on separating the stationary from the dynamic aspects of temporal data. Wegmann et al. (2009) extract the most important components of a larger set of summary statistics by partial least square transformations. Joyce & Marjoram (2008) and Fearnhead & Prangle (2010) weight statistics by their importance for the inference. Wiegand et al. (2003, 2004b) and Grimm et al. (2005) stress the importance of combining summary statistics (patterns) that operate at different scales and hierarchical levels of the system as a good strategy to reach sufficiency.

In general, however, we will have to test (usually with artificially created data, see, e.g. Jabot & Chave 2009; Zurell et al. 2009) whether a statistic is sufficient with respect to a particular inferential task, and whether it can be further simplified. Particularly for more complex models, we may also decide to use summary statistics that are only close to sufficient, in return for a simpler description of the data. To a certain extent, it therefore depends on the experience and intuition of the scientist to find summary statistics that are as close to sufficiency as possible and at the same time simple enough to allow for efficient fits.

LIKELIHOOD APPROXIMATIONS FOR A SINGLE PARAMETER VALUE – THE GOODNESS-OF-FIT

In the previous section, we have discussed how to derive summary statistics that aggregate model output and observed data. Aggregation, however, does not mean that the simulated summary statistics do not
Parametric approximations use a parametric model to approximate the distribution of many simulated data, from the simulation. (c) Nonparametric approximations locally estimate the probability density of many simulated $S_{\text{sim}}$ at the value of the observed summary statistics $S_{\text{obs}}$. (b) Parametric approximations use a parametric model to approximate the distribution of many simulated $S_{\text{sim}}$ and then estimate the probability of obtaining $S_{\text{obs}}$ from this model. (c) Instead of approximating $p(S_{\text{obs}} \mid \phi)$ directly, one may also use an external error model or an informal likelihood to compare the simulation output with the data. (d) Rejection filter use the simulated $S_{\text{sim}}$ to determine whether $S_{\text{obs}}$ is likely to have been generated by the tested model or parameterization.

Nonparametric likelihood approximations

A brute force approach to compare $S_{\text{obs}}$ with the model at a fixed parameter combination $\phi$ would be simply to create more and more simulation results until sufficient certainty about the probability $p(S_{\text{obs}} \mid \phi)$ of obtaining exactly $S_{\text{obs}}$ is reached. Due to computational limitations, however, we have to find means to speed up the estimation of this value. A possible modification of this ‘brute force’ approach is to replace the probability of obtaining exactly $S_{\text{obs}}$ by the probability of obtaining nearly $S_{\text{obs}}$. More precisely, nonparametric or distribution-free approximations are based on the idea of approximating the probability density of the simulation output at $S_{\text{obs}}$ based on those samples within many simulated $S_{\text{sim}}$ that are close to $S_{\text{obs}}$. A traditional method to do this is kernel density estimation (Tian et al. 2007, see also Alg. 1 in Appendix S1). Recently, however, it was realized that a simpler nonparametric approximation can be combined very efficiently with the sampling techniques that are discussed in the next section (Tavare et al. 1997; Marjoram et al. 2003; Sisson et al. 2007). A detailed discussion of these methods, known collectively as ABC, is given in Box 2.

Parametric likelihood approximations

The estimation of $p(S_{\text{obs}} \mid \phi)$ by distribution-free methods makes, as the name suggests, no assumptions about the distribution that would asymptotically be generated by the stochastic simulation model (recall Fig. 1). However, when the summary statistic consists, for example, of a sum of many independent variables, the central limit theorem suggests that the distribution of the simulated summary statistics should be approximately normal (see, e.g. our example in Fig. 3).

In this case, it seems obvious to approximate the outcomes of several simulated $S_{\text{sim}}$ by a normal model.

The advantage of such a parametric approximation (Fig. 5b) as opposed to a distribution-free approximation is that imposing additional information about the distribution of the simulation output can help generate better estimates from a limited number of simulation runs. On the other hand, those estimates may be biased if the assumed distribution $g(S)$ does not conform to the true shape of the model output. We therefore view $p(S_{\text{obs}} \mid g(S))$ as a pseudo-likelihood (Besag 1974).

There are a number of authors and methodologies that explicitly or implicitly use parametric approximations. An instructive example, matching closely the illustration in Fig. 5b, is Wood (2010), who summarizes the variabilty of the simulated summary statistics by their mean values and their covariance matrix, and uses these together with a multivariate normal model to generate what he calls a ‘synthetic likelihood’ (see also Alg. 5 in Appendix S1). Very similar approaches are simulated pseudo-maximum likelihood estimation (Larocque & Salanié 1993; Concordet & Nunez 2002; Hyrien et al. 2005) and the ‘simulated goodness-of-fit’ (Riley et al. 2003). A further related method is Bayesian emulation (Henderson et al. 2009). In a wider sense, we also view Monte Carlo within Metropolis Approximation and grouped independence Metropolis-Hastings (O’Neill et al. 2000; Beaumont 2003; Andrieu & Roberts 2009) as parametric approximations, although we see their prime concern not in the approximation of $p(D \mid \phi)$ as such, but rather in the connection of a point-wise approximation with the sampling algorithms discussed in the next section.

External error models and informal likelihoods

The nonparametric and parametric likelihood approximations that we have discussed in the two previous subsections try to estimate the
output variability that is predicted by the stochastic simulation model, and use this information for the inference (Fig. 5). It is possible, however, that the simulated summary statistics show much less variability than the data. For example, despite being highly stochastic on the individual level, an individual-based population model with a large number of individuals may produce population size predictions that are practically deterministic. When such a model is compared with field data, it may turn out that it is highly unlikely that the variability in the field data could originate from the assumed stochastic processes only. In such a case, there must be either a fundamental model error (in the sense that the mean model predictions do not fit to the data), or additional stochastic processes have acted on the data that are not included in the model, for example, additional observation uncertainty or unobserved environmental covariates. To be able to apply the approximations discussed in the previous subsections, one would need to include processes that explain this variability within the stochastic simulation model (see, e.g. Zurell et al. 2009). However, particularly when those processes are not of interest for the scientific question asked, it is simpler and more parsimonious to express this unexplained variability outside the stochastic simulation (Fig. 5c).

One way to do this is adding an external error model with a tractable likelihood on top of the results of the stochastic simulation. This error model can be based on known observation uncertainties. An alternative, particularly when working with summary statistics, is estimating the error model from the variability of the observed data. For example, if our summary statistic was the mean of the data, we can use standard parametric or nonparametric methods to estimate the error of the mean (or rather its asymptotic distribution) from the observations. Most studies that use this approach then explain all the variability by the external error model and treat the stochastic model as deterministic on the level of the simulated summary statistics, potentially by calculating the mean of multiple simulated outcomes. Martinez et al. (2011), for example, compare the mean predictions of a stochastic individual-based model of trees with observed alpine tree line data under an external statistical model that is generated from the data. In this example, the stochasticity within the simulation may still be important to generate the correct mean model predictions, but all deviation between model and data is explained by the empirical variability within the observed data. In principle, however, it would also be possible to combine the likelihood approximations discussed in the previous sections with an external error model (see, e.g. Wilkinson 2008).

If it is difficult to specify an explicit statistical error model from the data, informal likelihoods offer an alternative. By informal likelihoods, we understand any metric that quantifies the distance between the predictions of a stochastic simulation model and the observed data, but is not immediately interpretable as originating from an underlying stochastic process (see Beven 2006; Smith et al. 2008, for a discussion of informal likelihoods in the context of the Generalized Likelihood Uncertainty Estimation method). Other terms that are often used synonymously are ‘objective function’ (Refsgaard et al. 2007) or ‘cost function’. A common example is the sum of the squared distances between $S_{obs}$ and the mean of $S_{sim}$ (Refsgaard et al. 2007; Winkler & Heinken 2007), but many other measures are possible (Smith et al. 2008; Zinck & Grimm 2008; Duboz et al. 2010, see also Schröder & Seppelt 2006, for objective functions used in landscape ecology).

Structurally, there may be no difference between informal likelihoods and external error models – the sum of squared distances between mean model predictions and data could be interpreted as an informal likelihood as well as an external observation error, depending on whether it was chosen ad hoc, or with the knowledge that the deviation from the data is well described by an independent and identically distributed normal error. There is, however, a fundamental difference in the interpretation of the two. Only if the distance between model and data is calculated from an external statistical model that is in agreement with our knowledge about the system and the data, it makes sense to use confidence intervals and posterior distributions with their usual statistical interpretation. In principle, it is therefore always advisable either to approximate the likelihood directly (see previous subsections), or to construct an external error model. If there is reason to think, however, that the dominant part of the discrepancy between model and data does not originate from stochastic variation, but from a systematic or structural error, informal likelihoods offer an alternative for parameter and uncertainty estimation (Beven 2006).

Rejection filters

A fourth group of methods that is frequently used is what we call rejection filters (Fig. 5d). Rejection filters do not aim to provide a direct approximation of the likelihood, but rather divide models or parameterizations into two classes – likely and unlikely. For this purpose, they use (multiple) filter criteria to choose those models or parameter combinations that seem to be reasonably likely to reproduce the data, and reject the rest (e.g. Alg. 6 in Appendix S1). One may view them as analogous to classical rejection tests. Wiegand et al. (2004a) or Rossmanith et al. (2007), for example, use filter criteria that explicitly use the variability that is created by the simulation model (see Fig. 6). Other authors use filter criteria that correspond more to a filter-based version of an external error model or an informal likelihood, in the sense that acceptance intervals are not based on the variability of the simulation outputs, but on other criteria such as the estimated measurement uncertainty of the data. Examples of the latter are Kramer-Schadt et al. (2004), Rossmanith et al. (2007), Swanack et al. (2009), Topping et al. (2010) within the POM approach (Wiegand et al. 2003; Grimm et al. 2005), or Liu et al. (2009) and Blazkova & Beven (2009) who call the filter criteria the ‘limits of acceptability’ (Beven 2006).

The advantage of using multiple independent filters as opposed to combining all information into one informal likelihood approximation is that filters require fewer ad hoc assumptions, may ideally be grounded on statistical rejection tests, and are more robust to correlations between summary statistics. The cost, on the other hand, is that many of the optimization and sampling methods discussed in the next section cannot be applied because they rely on calculating the likelihood ratio between two sets of parameters. As a mixture between multiple rejection filters and the informal likelihood approximation, one may also apply pareto-optimization of multiple informal objectives (Komuro et al. 2006), which may potentially ease problems of correlations between summary statistics within informal likelihoods, while still allowing for systematic optimization.

Likelihood across the parameter space – efficient sampling

In the previous section, we have discussed different possibilities of approximating $p(D_{obs} | \phi)$ for a fixed model parameterization $\phi$. For most practical applications, what we are really interested in is to see
how this estimate varies over a larger parameter space, that is, to find the maximum or the shape of the likelihood \(L(\phi)\times p(D_{\text{data}}|\phi)\) or the posterior density \(P(\phi)\) (see Box 1) as a function of the parameters \(\phi\).

Recall that, although we may approximate \(L(\phi)\) for each \(\phi\), we can in general not express \(L(\phi)\) as an analytical function. For a low-dimensional problem, for example, a model with only one parameter, this poses no problem because we may simply calculate \(L(\phi)\) for a number of points and use them to interpolate maximum and shape of \(L(\phi)\). With a growing number of parameters, however, it becomes increasingly difficult to cover the parameter space densely. Therefore, we need a second approximation step to generate estimates for maximum and shape of \(L(\phi)\) from the point-wise likelihood approximations that have been discussed in the previous section.

Two classes of algorithms are relevant in this context: optimization algorithms for finding the parameter combination with the highest likelihood or posterior value, and sampling algorithms such as Markov Chain Monte Carlo (MCMC) or particle filters that explore the shape of the likelihood or posterior distribution in high-dimensional parameter spaces. Optimization functions such as simplex search methods, simulated annealing or genetic algorithms are generally well supported by all major computational environments such as Matlab, Mathematica, Octave, R and Python (SciPy). In the following, we therefore concentrate on sampling algorithms that aim at creating samples from a function of \(\phi\) (usually called the target distribution) that is unknown analytically, but can be evaluated point-wise for each \(\phi\). These algorithms are typically applied in Bayesian statistics, where the target distribution is the posterior density \(P(\phi)\) (see Box 1). To avoid new notation, however, we use for the following examples \(L(\phi)\) as the target distribution, assuming that the integral of \(L(\phi)\) is finite (integrability of the target distribution is a requirement for the sampling algorithms). Moreover, note that all methods discussed in this section are suited for models with likelihoods (or posterior densities) that are point-wise approximated by simulation, but may be applied to models with tractable likelihoods alike. A few particularities that arise from the fact that \(L(\phi)\) itself is an estimate that varies with each simulation are discussed at the end of this section.

Rejection sampling

The simplest possibility of generating a distribution that approximates \(L(\phi)\) is to sample random parameters \(\phi\) and accept those proportionally to their (point-wise approximated) value of \(L(\phi)\) (Fig. 7, left). This approach can be slightly improved by importance sampling or stratified sampling methods such as the Latin hypercube design, but rejection approaches encounter computational limitations when the dimensionality of the parameter space becomes larger than typically 10–15 parameters. Examples for rejection sampling are Thornton & Andolfatto (2006) in a population genetic study of Drosophila melanogaster and Jabot & Chave (2009) who combined a neutral model with phylogenetic data (both using ABC, see Box 2 and Alg. 2 in Appendix S1) or Kramer-Schadt et al. (2004), Swanack et al. (2009) and Topping et al. (2010) who used POM (see Alg. 6 in Appendix S1) to parameterize population models for lynx, amphibians, and grey partridges, respectively.

Markov chain Monte Carlo

A more sophisticated class of algorithms comprises MCMC. These algorithms construct a Markov chain of parameter values \(\phi_1, \ldots, \phi_n\), where the next parameter combination \(\phi_{i+1}\) is chosen by proposing a random move conditional on the last parameter combination \(\phi_i\) and accepting conditional on the ratio of \(L(\phi_{i+1})/L(\phi_i)\) (Fig. 7, middle). Given that certain conditions are met (see, e.g. Andrieu et al. 2003), the Markov chain of parameter values will eventually converge to the target distribution \(L(\phi)\). The advantage of an MCMC is that
the time needed to obtain acceptable convergence is typically much shorter than for rejection sampling, because the sampling effort is concentrated in the areas of high likelihood or posterior density. We recommend Andrieu et al. (2003) as a more thorough introduction to MCMC algorithms, and Van Oijen et al. (2005) as a good ecological example. MCMCs are used widely, for example, within ABC (Marjoram et al. 2003, see Alg. 3 in Appendix S1), and also for sampling informal likelihoods.

Sequential Monte Carlo methods

Particle filters or sequential Monte Carlo methods (SMCs) also try to concentrate the sampling effort in the areas of high likelihood or posterior density based on previous samples. Unlike MCMCs, however, each step of the algorithm contains not a single $\phi$, but $N$ parameter combinations $\phi_i$ (particles), that are assigned weights $\omega_i$, proportional to their likelihood or posterior value $\mathcal{L}(\phi_i)$ (see Arulampalam et al. 2002). When starting with a random sample of parameters, many particles may be assigned close to zero weights, meaning that they carry little information for the inference (degeneracy). To avoid this, a resampling step is usually added where a new set of particles is created based on the current weight distribution (Gordon et al. 1993; Arulampalam et al. 2002; Fig. 7, right). The traditional motivation for a particle filter is to include new data in each filter step, but the filter may also be used to work on a fixed dataset or to subsequently add independent subsets of the data. Particularly for the ABC approximation (Box 2), SMC algorithms may exhibit advantages over MCMCs, because they are less prone to get stuck in areas of low likelihood (Sisson et al. 2007; Beaumont et al. 2009; Toni et al. 2009, see Alg. 4 in Appendix S1).

A remark on the approximation error

So far, we have described inference of likelihood or posterior distributions based on two approximations: first, we have estimated $p(D_{obs} | \phi)$ point-wise for fixed parameters $\phi$, and secondly, we have estimated the shape of the distribution that is generated by these point-wise approximations as a function of $\phi$. The properties of the sampling algorithms for deterministic target distributions are well known: if implemented correctly, their sampling distribution will converge exactly to the target distribution in the limit of infinitely many steps. The only pitfall is to determine whether a sampler has already converged sufficiently close to the exact solution after a fixed number of steps. For non-pathological cases, this can usually be assessed by convergence diagnostics (see, e.g. Cowles & Carlin 1996), although a rigorous proof of convergence is usually not possible.

The properties of sampling algorithms in combination with a stochastic target distribution (likelihood or posterior) that results from simulation-based approximations of $p(X_{obs} | \phi)$ as discussed in the previous section, however, are less widely known. A basic requirement is that the expectation value of the point-wise approximation of $p(X_{obs} | \phi)$ must be unbiased (Beaumont 2003; Andrieu & Roberts 2009). The good news is that the combined approximation still converges exactly as long as the previous requirements are met. The downside is that MCMCs convergence may be slowed down considerably when the variance of the point-estimate of $p(X_{obs} | \phi)$ is large compared with typical likelihood differences between parameter values. If the latter is the case, MCMCs may get repeatedly stuck at likelihood estimates that are particularly favourable due to the stochasticity in the approximation. One way out of this dilemma would be to recalculate point-wise likelihood

---

**Figure 7** Illustration of algorithms for approximating the distribution that results from calculating the point-wise likelihood approximation across the parameter space of $\phi$. The light grey shapes depict this distribution, which is, however, usually not known before applying the algorithm. Circles depict parameter combinations within the algorithm.
Box 2 Approximate Bayesian Computing

Approximate Bayesian Computing is a class of sampling algorithms that have attracted a lot of interest in recent years (Beaumont 2010). The key innovation of ABC is to combine a nonparametric point-wise likelihood approximation (Fig. 5a) in one step with the efficient sampling methods (Fig. 7).

The likelihood approximation is achieved by defining conditions under which a sample from the stochastic simulation model is close enough to the observed data to be considered equal. More technically, ABC algorithms approximate the likelihood of sampling a $\phi_{\text{obs}}$ that is identical to $\phi_{\text{sim}}$ by the probability of sampling summary statistics $S_{\text{sim}}$ that are closer than $\varepsilon$ to $S_{\text{obs}}$ under a metric $d(S, S')$:

$$p(S_{\text{sim}} = S_{\text{obs}} | \phi) \approx \varepsilon \cdot p(d(S_{\text{sim}}, S_{\text{obs}}) < \varepsilon | \phi).$$

(3)

where $\varepsilon$ is a proportionality constant. In Fig. 5a, we depict this idea graphically.

The second step for constructing an ABC algorithm is the realization that the sampling algorithms (Fig. 7) do not actually require the value of $p(S_{\text{obs}} | \phi)$ as such. What they need is an algorithm that returns an ‘acceptance-decision’ for new parameters that is proportional to their likelihood. Therefore, instead of approximating $p(S_{\text{obs}} | \phi)$ according to eqn 3 and then using this value to decide about the next step, one can generate such a draw directly by testing whether $d(M, S_{\text{obs}}) \leq \varepsilon$ and accept according to the result. This step was first included in the rejection sampling algorithm (Fu & Li 1997; Tavare et al. 1997; Pritchard et al. 1999), then in a Metropolis MCMC algorithm (Marjoram et al. 2003), and finally into sequential Monte Carlo algorithms (Sisson et al. 2007; Beaumont et al. 2009; Toni et al. 2009) (see algorithms 2, 3 and 4 in Appendix S1). We suggest Beaumont (2010) as a more detailed reference to this development and current trends in ABC, as well as the reviews of Bertorelle et al. (2010), Csilléry et al. (2010) and Lopes & Boessenkool (2010). Some interesting examples of studies that use ABC are Ratmann et al. (2007), François et al. (2008), Jabot & Chave (2009), Jabot (2010) and Wilkinson et al. (2011).

The ABC approach is asymptotically exact, meaning that it will, for suitable distance measures and sufficient summary statistics, reproduce the true shape of the likelihood function in the limit of $\varepsilon \to 0$ and $N \to \infty$, $N$ being the sampling effort (Marjoram et al. 2003). For all practical applications, however, we will have to choose $\varepsilon > 0$ to speed up the convergence. The larger $\varepsilon$, the more posterior distributions are biased towards the prior and therefore typically wider than the true posterior. The approximation error becomes particularly important because the approximation eqn 3 suffers from the curse of dimensionality: the higher the number of summary statistics used for the fit, the larger $\varepsilon$ typically has to be chosen to achieve reasonable convergence rates.

Fortunately, a few strategies may be applied to reduce the approximation error. It is advisable to scale the metric $d(S, S')$ used for eqn 3 to the variance of the summary statistic $S'$, to have a comparable approximation error for each dimension of $S$ (Beaumont et al. 2002; Bazin et al. 2010). Blum (2010) suggests, in the context of a particular regression adjustment, to rescale the summary statistics to achieve a homoscedastic response to the parameters of interest. Also, it may be useful to test whether the choice of the metric $d(S, S')$ influences the approximation error (Sousa et al. 2009). The remaining approximation error may be corrected at least partly by post-sampling regression adjustment. The idea behind this is to use the posterior sample together with the recorded distances under the summary statistics to fit a (weighted) regression model that relates the model parameters with the distance to the data (see Fig. 8). The result is used to correct the sampled parameter values (Beaumont et al. 2002; Wegmann et al. 2009; Blum & François 2010; Leuenberger & Wegmann 2010). Another very appealing idea was presented by Wilkinson (2008): the error in the acceptance criterion eqn 3 may also be interpreted as the exact fit to a different model with an additional statistical error model that is represented by the approximation eqn 3 on top of the stochastic simulation. Moreover, the acceptance rules of eqn 3 may be adjusted to represent practically any error model. Thus, for cases where there is a large observation error on top of the stochastic simulation model, this error may be encoded in eqn 3 and ABC yields posteriors that are exact for the combined model.

Figure 8 The principle of regression adjustment: circles denote the value of the summary statistics and the parameter value of all points that were accepted by the ABC algorithm. Note that all points have values of $s$ that are within a distance of $\varepsilon$ from the observed value $S_{\text{obs}}$. Ideally, we would have liked $\varepsilon$ to be zero, but in this case, no value would have been accepted. We can, however, estimate what should have happened for $\varepsilon = 0$ by using a linear (Beaumont et al. 2002) or nonlinear (Blum & François 2010) regression model to relate the parameter value $\phi$ with the distance between the simulated $s$ and $S_{\text{obs}}$. Based on this model, the ‘true’ conditional where $\varepsilon \to 0$ (bold grey line in the middle) can be estimated.
approximations every time they are used, but one has to be aware that convergence to the true posterior is then not guaranteed.

Optimization algorithms will generally be less robust to large point-wise approximation errors. One should therefore make sure that either the variance of the estimate of $p(X_{\text{data}} | \phi)$ is low for all $\phi$, which may be influenced by the number of simulation runs that are used for the approximation, or that the employed algorithm is robust with respect to stochasticity in the objective function.

**CONCLUSIONS**

Stochastic simulation models are of high relevance for biological and ecological research because they allow the simulation of complex stochastic processes without having to represent these processes in a traditional statistical model with a tractable likelihood function. To connect stochastic simulation models to data, however, it is necessary to construct likelihood approximations that make them usable for statistical inference. In this review, we have discussed methods to derive such likelihood approximations from samples that are drawn from stochastic simulation models. Although originating from different fields, all use three essential steps:

1. Comparing observed and simulated data through summary statistics.
2. Approximating the likelihood that the observed summary statistics are obtained from the simulation.
3. Efficient sampling of the parameter space.

We have concentrated our discussion mainly on parameter estimation, but once appropriate likelihood approximations are established, model selection and uncertainty estimation can, in principle, be done in the same way as in other statistical applications (e.g. Beaumont 2010; Toni & Stumpf 2010). Yet, there is one particularity that has to be kept in mind regarding model selection with summary statistics: the fact that a summary statistic is sufficient for parameter estimation of a set of models does not yet imply that this statistic is also sufficient for model selection, that is, for a comparison between these models (Didelot et al. 2011; Robert et al. 2011). Didelot et al. (2011) point out a few cases where sufficiency can be guaranteed, but Robert et al. (2011) caution that it may be very difficult and costly to assure model selection sufficiency in general. Whether this problem can be satisfactorily solved will remain a question for further research.

By transferring the problem of inference for stochastic models to the problem of inference for statistical models, we have inherited some discussions that are held within statistical research, for example, the choice of appropriate model selection criteria (Johnson & Omland 2004), the effective number of parameters (Spiegelhalter et al. 2002; Plummer 2008) or the choice of non-informative priors (Kass & Wasserman 1996; Irony & Singpurwalla 1997) for (implicit) statistical models. In our opinion, however, being able to build on this experience is a clear advantage. An increasing use of statistical inference with stochastic simulation models may even provide valuable stimulation to these debates, as some classical statistical questions such as the effective number of parameters of a model become particularly important for complex simulation models.

The main issues, however, that still need to be addressed to make statistical inference for stochastic simulation models widely accessible are usability and standardization. Likelihood approximation of stochastic simulation models is an emerging field and for many problems there are no solutions that work out-of-the-box. With time, we will be able to build on more experience about which summary statistics are sufficient for which model types. Also, simulation models will be built or modified with the purpose of parameterization in mind: the efficiency of sampling algorithms, for example, may be increased dramatically when parameterizations are chosen as independent and linear as possible with respect to the model output. And finally, judging from the references reviewed and their terminology, there has been little discussion across the borders of different fields that have developed inferential methods for stochastic simulation models. We therefore hope that this review will not only draw attention to and provide practical guidance for applying these useful methods, but that it will also stimulate the exchange of ideas across existing likelihood approximation methods, and in general between the communities using statistical and stochastic simulation models.
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